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Abstract

In this paper, a new viewpoint, "individuality" and

"sociality", is introduced for analyzing the multi-agent

system's behavior. A hypothesis is set up that the

both behavioral characters emerge to generate dif-

ferent actions from the other agent to increase each

agent's bene�t. "Individuality" is de�ned as the di�er-

ence of actions between agents based on the di�erence

of its internal information processing. While "sociality

(rule)" is de�ned as the di�erence of actions based on

the di�erence of its sensory inputs.

Next, a model is proposed in which "individuality"

and "sociality" are obtained by reinforcement learn-

ing. It is also mentioned that there exist some factors

like asymmetry of the environment, which inuence

the di�erentiation into one of the two characters. Fi-

nally through some simulations of conict avoidance

problems among passengers getting on and o� a train,

it is examined that the di�erentiation is adaptive to

some of the above factors appropriately, and the rule

that the passengers getting o� have a priority to go.

1 Introduction

When we see our human society, we make and obey

many rules, while each of us have a variety of indi-

vidualities. Too many rules reduce the e�ectiveness of

the society like a signal at the cross with less tra�c.

On the other hand, excessive individualities break the

order of the society. Both are the opposed characters

with each other, and necessary but must be moderate.

In some works in multi-agent(robot) systems and

game theory, some individualities are given and the

ratio of the agents having each individuality changes

adaptively like the Hawk-Dove model[1] and so on [2].

Ota et al. proposed a distributed strategy-making us-

ing the instant reinforcement signals[3]. A kind of rule

that was changed adaptively according to the given en-

vironment, emerged among the agents based on each

agent's learning by only its own reward. However, they

did not mention \individuality" and \sociality" at all,

and the given task in their work is too simple in the

following meanings. The reinforcement signal is given

for each decision, and the number of the states and the

number of actions for each agent are only two. Fur-

thermore no serious conict is assumed. The serious

conict means that in order to avoid the conict, an

agent has to take a strategy which is bad when the

opponent agent does not exist.

In this paper, the existence of individuality and so-

ciety is not dealt with as a premise, but the emer-

gence of the both characters itself is also a subject. At

�rst, "individuality" and "sociality" are introduced,

and the factors of the di�erentiation into one of the

two are considered. Then some simulations are done

with more realistic environment.

2 Individuality and Sociality

2.1 Hypothesis and De�nition

A hypothesis set up here is that both "individual-

ity" and "sociality" are not inherited, but are emerged

through each agent's learning to increase its bene�t.

The latter is the same standpoint as Adam Smith's[4].

Both behavioral characters are de�ned between two

agents at �rst. Fig. 1 shows the de�nitions. "Individ-

uality" is de�ned that each agent generates a di�erent

action from the other agent's even if the sensory in-

puts are the same. While, "sociality" is de�ned that

two agents generate the same action when the sensory

inputs are the same, but they generate di�erent ac-

tions when the sensory inputs are di�erent. If each

agent's action is observed to be exchanged with each

other when their states were exchanged, it is called

that there exists "sociality" between them. If the ac-

tion is the same, it is called that there is "individual-

ity" between them.

In multi-agent case, it is not easy to de�ne each

agent's behavioral character. Here, for the present, it

is judged by observing all the relations to the other

agents. If \individuality" is the relation with more

agents than \sociality", it is de�ned that "individual-

ity" is stronger in the agent. In the contrary case, the

agent is de�ned to have strong "sociality".
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Figure 1: De�nition of \identi�cation" and \sociality"

between two agents.

In the task (environment) in which two agents can-

not achieve their purposes or can get less reward when

they do the same action, they are expected to generate

the di�erent actions and avoid such situations by ap-

plying reinforcement learning to each agent. A model

is proposed that the both characters emerge through

such experiences and learnings

2.2 Di�erentiation and Its Factors

As in the previous section, there are two ways for

an agent to generate a di�erent action from the other

agent. The reinforcement learning can decide which

behavioral character is appropriate in the relation to

the other agents. The factors which a�ect the di�eren-

tiation can be picked up as follows. (1) Asymmetry of

the environment, (2) Identi�cation of the other agents,

(3) Physical and mental characters of each agent, and

(4) Communication with the other agents. If the envi-

ronment is so asymmetric that it inuences the agent's

performance, some rules emerge, but the environment

is symmetric, the agent can utilize only "individuality"

to generate the di�erent action. If the other agents can

be identi�ed, the agent can change its strategy accord-

ing to the other, and "individuality" is apt to emerge.

If an agent's physical or mental character is di�erent

from the others, it is easy for the agent to generate the

di�erent actions based on \individuality". The com-

munication with the other agent helps to identify the

other, and that results in the emergence of "individu-

ality" [5]. In this paper, it is examined if some of those

factors inuence the di�erentiation appropriately.

3 Simulation

In this paper, the problem in which passengers are

getting on and o� a train as shown in Fig. 2 is taken as

examples. In this problem, when both the passengers

getting on and getting o� are going to go straight,

conicts may happen. It is well-known that the rule is

e�ective that the passengers getting o� have priority

to go.

Figure 2: Conict avoidance problem of passengers

getting on and o� a train.

3.1 Experimental Setup

Whole the space is represented as a grid world as

shown in Fig. 3, and the boxes are divided into two

regions, \in the train" and \out of the train". Some

agents are initially located randomly in the stated

places in the both regions. Only one agent (passen-

ger) can exist in a box, and the agent can move only

to the next box. If the number of whole the agents

is larger than that in one simulation run, the agents

for each run are chosen randomly. The order that the

agents action depends on the initial locations.

The number of sensory inputs for each agent is 8.

The �rst input is the role of the agent which repre-

sents whether the agent is \getting on" or \getting

o�". That depends on the initial location. The sec-

ond input represents whether the doorway exists "in

front or at the back", "right hand side", or "left hand

side" of the agent. The states of the next boxes are in-

dicated by the following four inputs. The state can be

one of the four states, "empty", "occupied by the same

group agent", "occupied by the opponent", and "wall

exists between the boxes". Finally the other two in-

puts represent the state of the front box from the view

of the right-next and left-next boxes respectively.

Each agent can select one of 5 actions, \move to

each of the four next boxes", and \does not move". If

there exists some agent already in the destination box,

it does not move. If each agent arrives at its goal, it

stops to learn and move randomly while restricted to

move only in the goal area. The process until all the

agents arrive at their goals, is de�ned as one trial, and

one cycle means that all the agents move once.
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Figure 3: Example of "sociality" and "individuality"

between two agents in the passengers problem.

In this simulation, one of the agents facing each

other has to give its way to the other to avoid the

conict. It is observed which agent gives its way, and

after the place of one agent is exchanged to the other's,

it is observed again. Then if the di�erent agents gives

their ways as shown in Fig. 3 (a), there exists a rule

and \sociality" exists between them. If the same agent

gives its way as shown in Fig. 3 (b), the relation is

judged as \individuality". The agent who gives its

way has \individuality" of seeming \altruistic", while

the other has \individuality" of \sel�sh".

3.2 Learning

Here, one-step Q-learning is employed as a rein-

forcement learning algorithm. The agent can get a

reward 1.0 when it arrives at its goal. The goal is the

upper end for the agent going upward and the bottom

for the agent going downward. It gets no reward by the

other agent's goal. That assumption is based on the

sel�sh agent hypothesis as in the subsection 2.1. As

each agent's strategy of action selection, Boltzmann

Selection is employed, and the temperature is reduced

exponentially from 1.0 to 0.01 during learning. The

learning rate is 0.01 and the discount factor  is 0.92.

3.3 Results

At �rst, the adaptive di�erentiation according to

the speci�cation of the other agent and the asymme-

try of the environment is examined in the two-agent

case. In this case, two agents are chosen randomly

among some agents, and the choice and trial are re-

peated 40000 times. The grid world consists of 4x5

boxes, that is the same as Fig. 4 (a). In the case that

the agents identify the other agents, the state of the

next box can be not only opponent or wall, but can be

agent1..6 except for the agent itself. This means that

if the opponent is di�erent from the previous trial, the

state is perfectly di�erent, and the previous learning

does not a�ect the present learning at all. When the

number of whole the agents is 2, the identi�cation does

not have any meaning because the number of the op-

ponent is only one. In the symmetrical environment,

Table 1: Acquired behavioral character after learning

in the case of two-agent. 5 simulation runs are done

for each case. (ind: all the agents acquire "individual-

ity", soc: all the agents acquire "sociality", mix: some

agents acquire "individuality" and the others acquire

"sociality", and fail: the task fails for some combina-

tions of the agents)
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the agents are assumed that they cannot know whether

they are getting on the train or getting o� the train.

Table 1 shows the number of the acquired charac-

ters after 5 simulation runs for each case. It can be

seen that in the case of non-identi�cation and asym-

metrical environment, "sociality" is apt to emerge,

while "individuality" is apt to emerge in the case of

identi�cation and symmetrical environment. In the

case of non-identi�cation and symmetrical environ-

ment, some agents fail to arrive at its goal. The reason

is that if both sel�sh and altruistic agents exist, the

third agent has no e�ective solutions. Further, if they

made a rule that the agent who moves �rst gives its

way, the system becomes unstable. It is always prof-

itable for an agent not to obey the rule and to stay at

the same location, because the opponent agent always

gives its way at the next time step.

Next, it is examined in six-agent simulations

whether the rule emerges that the passengers getting

o� the train have a priority to go. The experimental

setting is almost the same as the previous simulation,

but the number of trials is 100000. At �rst, the case of

a symmetrical space is examined as Fig. 4 (a). Since

each agent is assumed to be able to know its role, the

inputs are asymmetric. In this case, the rule that the

agent who moves �rst gives its way, emerged in all

the simulation runs in 100 runs. However, in the case

of asymmetrical space, the expected rule emerged as

shown in Fig. 4 (b).

Finally one of the agents is assumed to have a spe-

cial physical ability, i.e., \strong power". When the

opponent exists in front of the agent, no one exists on



1 0 2

4 3 5 2

1 0 2

4

3

5

1 0 2

4 3

5

1 0 2

4 35

1

0

2

4 35

10 2

4 35

2

2

2 2

(a) in the case of symmetircal space

1 0 2

4 3 5

1 0 2

4 3 5 1

0

2

4 3 52 2

6

10 2

4 3 5

10 2

4

3

52 5

102

4 35

(b) in the case of asymmetircal space

1 0 2

4 3 5

1 0 2

4 3 5

1

0

2

4 3

5

1

0

2

4 3

5

1

0

2

4 3

5

2 1

1

1

1

0

2

4 3

5

102

4 3

5

102

4

35

3 6

102

4 35

3

2

(c) in the case that a special physical ability
     is introduced in one agent (No. 5)

in

out

in

out

in

out

Figure 4: Results of the simulations in the case of six

agents. It is examined whether the rule emerges that

the passengers getting o� a train have a priority. The

number on the arrows indicates the number of cycles

for the transitions. The number in each circle indicates

the order of action in one cycle.

the box beyond the front opponent, and no wall exists

at the back of the front agent, it can move forward and

makes the front opponent go back. Fig. 4 (c) shows

the result of the simulation. It can be seen that the

agent with "strong power" got on the train at �rst.

4 Discussion

The authors expect that this model can explain

\individuality" and \sociality" in our human society

on the micro-level, i.e., individual learning level. We

think that the evolution also makes an important role

for the emergence. However, the both behavioral char-

acters are de�ned by observing their actions, and we

don't have enough strategy of action when we were

born. Then we have dealt with the evolution as one

of the factors which inuences the learning, and rep-

resented it by \physical and mental character".

5 Conclusion

\Individuality" and \sociality" has been intro-

duced, and the model has been proposed in which the

both behavioral characters can be obtained by rein-

forcement learning. It is examined that the model is

feasible in some simulations.
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