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Abstract 
The authors have proposed “growing neural network” in 

which axons of neurons grow according to the concentration 
gradient of a chemical substance that are diffused from the 
output neurons in proportion to the error signal. In this paper, 
we propose a new technique that enables to obtain an appropri-
ate structure including hidden neurons. The hidden neurons 
diffuse another chemical substance when they don’t have 
enough connections with the input neurons. In a simulation, it 
was examined that an appropriate structure could be formed 
through the learning of the most popular and simplest 
non-linear separation problem of “EXOR”. 
 
1. Introduction 

Artificial neural networks (NN) are broadly used to ap-
proximate non-linear functions because of its advantage of the 
learning and generalization ability. When we use the artificial 
NN for function approximation, three-layer structure is usually 
employed. The reason is that it is difficult to decide an appro-
priate structure adaptively for a given problem. Moreover, it is 
well known that 3-layer neural network with enough number 
of hidden neurons can approximate any continuous functions 
with any precision[1][2]. 

However, in the 3-layer NN, each hidden neuron repre-
sents just a linear and smooth classification of the input space, 
and it is difficult to represent complicated abstract information. 
On the other hand, in our humans, high order functions, which 
include recognition, memory, and control, are supported by the 
complicated structure of NN in the brain. Such functions are 
realized as a various levels of abstract state representation, the 
authors think, and it is very useful for the effective learning 
based on generalization. Useful abstract state representation 
can be formed in the hidden neurons when a series of process-
ing from sensors to motors is acquired through learning such as 
reinforcement learning. That must be the origin of intelligence 
by which the humans are distinguished from modern robots, 
the authors believe. To realize an intelligent robot with such 
functions, autonomous acquisition of an appropriate structure 
of the NN including recurrent structure will be required. 

It is known that in the brain of living things, the number 
of neurons decreases after its birth, while the number of con-
nections between neurons increases rapidly[3]. This suggests a 
strategy in the brain as follows. More neurons than necessity 
are prepared at first, then they grow their axons and learn their 
synapse weights, and an appropriate network structure is 

formed flexibly. After that, unnecessary neurons are removed 
by apoptosis. It has been also reported that chemical sub-
stances such as NGF(Nerve Growth Factor) make a role of 
promoting the growth of axons[3]. 

The authors have proposed the growing NN that intro-
duced the concept of growth of neuron into the conventional 
NN as an extension of learning[4]. Getting a hint from NGF 
mentioned above, axons grow according to the concentration 
gradient of a chemical substance which is diffused according to 
the error signal propagated in BP (Back Propagation) learning. 
Since the error signal is diffused as the chemical substance, it is 
expected that an appropriate structure for a given problem can 
be obtained. As the first step, simple logical functions “AND” 
and ”OR” were learned by the network, and two-layer struc-
ture could be obtained. 

However, by two-layer structure, it is well-known that 
only liner separation problems can be learned. In order to solve 
the other type of problems that need non-linear operation, hid-
den neurons are necessary. The hidden neurons cannot make 
connections to the other neurons by the following two reasons. 
(1) The hidden neurons cannot grow its axons appropriately 
since the hidden neurons do not have the information of the in-
put signals. (2) The input neurons cannot grow its axons to the 
hidden neurons since the hidden neurons do not have the in-
formation of the error signal. In order to form the network with 
hidden neurons, it is necessary for the hidden neurons to make 
connections with the input or the output neurons by some 
method. 

In this paper, we propose a new technique that enables to 
obtain an appropriate structure including the hidden neurons. 
The hidden neurons diffuse another chemical substance not de-
pending on the error signal and ask for the connections from 
nearby input neurons when they don’t have enough connec-
tions with the input neurons. In a simulation, it is examined 
whether an appropriate structure can be formed through the 
learning of the most popular and simplest non-linear separation 
problem of “EXOR”. 
 
2. Growing NN with hidden neurons 
2.1 Fundamental algorithm 

In the growing NN with hidden neurons, the growth is 
formulated as an extension of BP learning. Fig.1 shows the 
idea of the growing NN with the hidden neurons. Fig.2 shows 
the flowchart of the algorithm. At first, the output and the error 
are calculated, and the error signal is propagated backward. If 



 

 

the output neuron does not have enough connections, the neu-
ron diffuses the signal as a chemical substance. Then, the con-
centration gradient is formed by the diffusion around the out-
put neuron. The growing neuron extends its axon according to 
the concentration gradient. 

The hidden neurons that do not have enough connections 
diffuse another substance constantly not depending on the error. 
By the diffusion of the hidden neurons, the input neurons ex-
tend its axons and make connections to the hidden neurons at 
first. After that, the weight is increased gradually until the hid-
den neuron makes a connection to an output neuron. The hid-
den neuron that has formed the connections with the input neu-
rons extends its axon to an output neuron referring to the input 
signals. From just after making the connection (synapse), the 
learning according to the regular BP algorithm begins. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 Diffusion  

In the growing NN, the error signal is diffused as a chemi-
cal substance around the output neuron. Same as the previous 
paper[4], the substances for the positive error and that for the 
negative error are prepared. The error signal is calculated as 
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where j = 0,..,NODEj, NODEj : the number of the output and 
the hidden neurons, δj : the error signal, jnet : the internal 
state of the neuron j, jo : the output, jd : the training signal, 

)(' jnetf : the derivative of the output function, and E: the er-
ror function. There are three kinds of substances here, and the 
concentration of each substance is denoted by up, un or uh 

where p denotes “positive error”, n denotes “negative error” 
and h denotes “from hidden”. The diffusion of each substance 
is calculated according to the diffusion equation as 
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where ux,y: the concentration at (x,y), div: the divergence of the 
substance and D: a diffusion constant. At the place of the out-
put neuron, when δ > 0, div = ρδ (ρ: a divergence constant) for 
up, and when δ < 0, div = - ρδ for un. Otherwise, div = 0. At the 
place of the hidden neurons, div = α (α: a divergence constant) 
for uh, and div = 0 for up and un. At all the other places, div = 0 
for all the substances. 
 
2.3 Extension of the axon 

The axon of a growing neuron extends according to the 
state of the neuron and the concentration gradient at the tip of 
the axon. Two types of neurons are prepared here. One of them 
called “positive neuron” makes only a positive connection. 
While, the other called “negative neuron” makes only a nega-
tive connection. Here, in order to make the growth of the axon 
smooth, the first-order delay Ai is introduced to the growth of 
neurons. The extension of the axon is calculated as 
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where τa: a time constant, ai : the position vector of the tip of 
the axon, ξ: a growth constant and i = 0,…,NODEi, NODEi : 
the number of the growing neurons that include the input and 
hidden neurons. The time constant is large so as to calculate 
the temporal average of the growth of the axon. For the posi-
tive neurons, flag = 1, while for the negative neurons, flag = -1. 
The state of a growing neuron S is defined as the first-order 
delay of the output of the neuron. The first-order delay is in-
troduced to adjust the delay of the error signal with a time con-
stant τs. Moreover, since the hidden neurons could not extend 
its axon by the concentration gradient of a self-diffusion 

hu∇∇∇∇ , the effects of the diffusion are removed in Eq (3) only 
for the hidden neurons. 
 
2.4 Update of the connection weight 

A connection weight is always 0 before the connection is 
formed. When the connection is formed, the synapse begins 
the learning from 0 connection weight. The update of the 
weight is calculated as well as the regular BP leaning as  
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where wji: the connection weight from the neuron i to the neu-
ron j and η: a learning constant. 

Figure 2: Flowchart of the growing NN. 

9. Update of connection weights(Only for connected neurons.) 
8. Judge of whether each connection has been made or not. 

2. Decision of whether each connection has been made or not.
3. Setting of input and training signals. 
4. Calculation of output and error. 
5. Back propagation of the error signal. 
6. For the neuron that can get the error signal: 

Diffusion of the error signal. 
For the other neurons: Diffusion of the other substance. 

7. Calculation of the axon growth. 

10. Return to step 3. 

1. Decision of each neuron’s position. 

Figure 1: Growing NN with hidden neurons. 
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If the hidden neuron has not made the connection to the 
output neuron yet when the input neurons formed the connec-
tion to the hidden neuron, the neuron cannot update the weight 
according to the error. Then, the weight is increased mono-
tonically and gradually not depending on the error. The weight 
change is calculated using an exponential function as 
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where γ: a learning constant and λ: a constant that influences 
the slope of the exponential curve. The reason why the expo-
nential function is used is to avoid that the weight becomes too 
large. Moreover, when the weight becomes less than 0 in a 
positive neuron, the weight is set to 0. When it becomes more 
than 0 in a negative neuron, it is set to 0. When the hidden 
neuron does not have the connection to the output neuron, bi-
ases are changed with a large time constant τθ so as that the 
temporal average of the neuron’s output becomes the middle 
value 0.5. Otherwise, they are calculated by BP learning. 
 
3. Simulation 
3.1 Set up 

By using the growing NN with the hidden neurons, the 
non-linear separation problem “EXOR” was learned. The 
simulation is done on 0.6(mm)× 0.6(mm) of plane. The con-
centration is calculated by difference on each point on a 
61× 61 grid. There are eight input neurons. The position of 
each neuron can be found in Fig.3. All the neurons do not have 
any connections beforehand. Among the input neurons, the in-
put ‘+a’ and ‘+b’ indicate the positive neurons, the input ‘-a’ 
and ‘-b’ indicate the negative ones. It is assumed that each 
positive hidden neuron and one of the negative hidden neurons 
are located at the same position, and the input neuron makes 
the connections with the both neurons simultaneously. The in-
put and the training pattern can be seen in Table1. The patterns 
are presented in this order and each one is presented for 1(sec). 
The calculation as shown in Fig.2 is done for every 0.001(sec). 
The output function is sigmoid ranges from 0 to 1. The pa-
rameters used in the simulation are as follows. The diffusion 
constant D = 0.1(mm2/sec), the divergence constant ρ = 
10.0(1/sec), α = 0.15(1/sec) for hidden neurons, the growth 
constant ξ = 0.1(mm2/sec), the time constant τa = 10 (sec) τs = 
0.1(sec), τθ = 10 (sec), the leaning constant η = 0.2(1/sec), γ = 
0.001(1/sec), the constant λ = 0.15. 
 
3.2 Results 

Fig.3 shows how the axon of each input or hidden neuron 
grows. At first, the axon of each input neuron extends accord-
ing to the diffusion of the hidden neurons. Since the diffusion 
is constant, the axon of each input neuron continues to grow 
towards the closer hidden neuron. The inputs ‘-a’ and ‘+b’ that 
is close to the hidden neurons formed the connections earlier. 

The loci of the axons of the input neurons are curved by the in-
fluence of the other hidden neuron. After all the input neurons 
made the connections to the hidden neurons, the positive hid-
den neurons grew its axons, and the negative hidden neurons 
grew in the opposite direction at first. The left positive hidden 
neuron formed the connection to the output neuron at 246(sec). 
After this connection, the right positive neuron inverted the di-
rection of the growth, and the negative hidden neurons grew to 
the output neuron. Then the right negative hidden neuron 
formed the connection to the output neuron at 387(sec). After 
this connection, the left negative hidden neuron and the right 
positive one stopped to grow. 

Fig.4 shows the change of the error. The arrows in the fig-
ure indicate the timing when a hidden neuron formed the con-
nection to the output neuron. Fig.5, 6, 7 show the change of the 
(input - left positive hidden), (input - right negative hidden) 
and (hidden - output) connection weights respectively. Table1 
shows the error for each input pattern roughly. Error (a) indi-
cates the error when there is no connection between the hidden 
and output neurons. Error (b) indicates the error after the left 
positive hidden neuron made the connection to the output. 

When there is no connection between the hidden and out-
put neurons, the error decreases only by the learning of the bias 
of the output neuron. When the input pattern changes from (1) 
to (2), the output is still 0.1 since the bias does not change in-
stantaneously. Then, the positive error appears as shown in Ta-
ble1. However, the error decreases soon by the learning of the 
bias. When the input pattern changes from (3) to (4), the nega-
tive error appears since the output is still 0.9. 
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Figure 3: Growth of each neuron. 

(b) The change of growth of the hidden neuron. 
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When each hidden neuron formed the connection to the 
output neuron, the learning of the connection weight according 
to the error signal begins. As shown in Fig.5, because the left 
positive hidden neuron made the connections with the input 
‘-a’ and ‘+b’ earlier, their weights are larger than those of the 
input ‘+a’ and ‘-b’. Accordingly, in case of the error (b), when 
the input pattern changes from (1) to (2), the input ‘+b’ 
changes from 0 to 1. Then, the output of the hidden neuron in-
creases and the output becomes larger than 0.1. Thus, for the 
pattern (2), the positive error decreases and finally becomes 

almost 0. On behalf of it, when the input pattern changes from 
(2) to (3), since the input ‘-a’ changes from 0 to 1 and the input 
‘+b’ changes from 1 to 0, the output of the hidden neuron de-
creases and the output becomes less than 0.9. Thus, the posi-
tive error increases, and that promotes the right negative hid-
den neuron to grow its axon toward the output neuron. More-
over, the negative error increases slightly for the pattern (4) as 
shown in Fig.4 even though the connection from left positive 
neuron has been formed. When the input ‘+b’ changes from 0 
to 1 on Table1, the output of the hidden neuron increases and 
becomes larger than 0.9, and the negative error increases 
slightly. After the right negative hidden neuron formed the 
connection, the error finally becomes almost 0. Accordingly, 
the connection weight converged, and the left negative hidden 
neuron and the right positive one stopped to grow. 

After the learning, the left positive hidden neuron was ex-
cited only for the pattern (2) since its bias of the hidden neuron 
is negative. The right negative hidden neuron was excited for 
the pattern (1), (2) and (4) since the bias of the hidden neuron 
is positive. The output neuron was inhibited by the right nega-
tive hidden neuron for the pattern (1) and (4), but was excited 
by the positive bias of the output neuron. The bias that is not 
shown in the figures is 2.4. 
 

4. Conclusion 
In this paper, a new technique that enables to obtain an 

appropriate structure including the hidden neurons was pro-
posed. When the hidden neurons do not have enough connec-
tions, the hidden neurons diffuse the substance not depending 
on the error signal constantly. In a simulation, the input neu-
rons formed a connection to the hidden neurons at first, and 
then three-layer structure could be obtained through the learn-
ing. There still remain many problems to be solved, for exam-
ple, parameter tuning is necessary to modify the connection 
weight in the hidden neurons that do not have enough connec-
tions to the output neuron. 
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Figure 6: The change of the weight between the input and the
right negative hidden neurons. 
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Pattern  Input’a’  Input’b’  Training  Error(a)  Error(b)
(1)      0       0      0.1       0        0 
(2)      0       1      0.9    Positive      0 
(3)      1       0      0.9       0     Positive
(4)      1       1      0.1    Negative  Negative

Table1: The training signal and the error for each input pattern. 
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Figure 7: The change of the weight between the output and the 
hidden neurons. 
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