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Abstract. Aiming for the emergence of higher functions such as “log-
ical thinking”, our group has proposed completely novel reinforcement
learning where exploration is performed based on the internal dynamics
of a chaotic neural network. In this paper, in the learning of an obstacle
avoidance task, it was examined that in the process of growing the dy-
namics through learning, the level of exploration changes from “lower”
to “higher”, in other words, from “motor level” to “more abstract level”.
It was shown that the agent learned to reach the goal while avoiding the
obstacle and there is an area where the agent looks to pass through the
right side or left side of the obstacle randomly. The result shows the pos-
sibility of the “higher exploration” though the agent sometimes collided
with the obstacle and was trapped for a while as learning progressed.
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1 Introduction

Our group has pointed out the difficulty of developing a program by hand for
such massively parallel and highly flexible computation that our brain is do-
ing, and proposed the approach that a Neural Network (NN) is responsible for
the whole process from sensors to motors and various functions emerge in the
NN through Reinforcement Learning (RL)[1][2]. Recent excellent performance of
“Deep Learning” especially in the area of recognition[3] and the surprising result
in the TV games by combining it with RL[4] are thanks to its emergence ability
of useful internal representations, and support the significance of our approach.

Because higher functions such as “memory”, “prediction”, “logical thinking”
and so on, need to cope with dynamics, a Recurrent Neural Network (RNN) is
used on behalf of a layered NN. The emergence of “memory” or “prediction” has
been confirmed in a simple task[5][6]. However, the learning of a task requiring
multiple state transitions is not easy[7], and the emergence of what we can call
“logical thinking” has not been shown yet.

Therefore, we have felt the need of another approach in which desired dynam-
ics is not obtained from scratch in a non-chaotic “silent” NN, but is reformed
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from chaotic dynamics through learning in a chaotic NN. We have also thought
that “exploration” should be considered as a function based on internal dynamics
as well as “memory” or “prediction”, and random-like “exploration” is expected
to grow up in “logical thinking” through learning. According to the hypothesis,
we have proposed a completely novel RL where exploration is performed based
on the internal chaotic dynamics without adding external random numbers[8].

On the other hand, recently, the ability of reservoir computing has been
unveiled, and it was surprising that complicated dynamic patterns are easily
learned using a chaotic NN by FORCE Learning[9]. In addition, it was shown
that by adding exploration noises from the outside, a chaotic NN can learn
complicated dynamic patterns based on a reward signal without giving any target
signal directly[10]. From the above ability of chaotic NNs, RL using a chaotic
NN is expected to develop greatly hereafter.

Authors thought that in the process of growing from “exploration” to “logical
thinking”, the level of exploration changes from “lower”, which is motor-level,
to “higher”, which is more abstract level. For example in a forked road, we don’t
move our each muscle randomly, but choose whether to go the right way or left
way in more abstract action space. That is because we have already learned that
though we go on a non-road area, we cannot get a good result.

Therefore in this paper, aiming to show the possibility of emergence of the
higher exploration, we replace the forked road situation with an obstacle avoid-
ance task in which an agent learns to reach a goal while avoiding an obstacle, and
whether the agent passes the right side or the left side of the obstacle is focused
on. The task refers to [11], in which an agent learned appropriate actions based
on regular RL using a layered NN, but there was a place where the agent could
not move before the obstacle when no random number for exploration is added.

2 Reinforcement Learning using a Chaotic Neural
Network

Reinforcement learning is autonomous and purposive learning of appropriate
actions to get more reward and less punishment. Generally, an agent explores
stochastically based on random numbers. However here, as mentioned in In-
troduction, an agent explores by chaotic dynamics that a chaotic NN produces
without adding noises or random numbers. In this paper, for continuous input-
output mappings, Actor-Critic is used as a RL architecture. A chaotic NN and
a non-chaotic layered NN are used for actor and critic respectively as shown in
Fig.1, and the sensor signals are the input for both NNs. Here, the neuron model
used in both NNs is static that is different from [9] or [10] as
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Fig. 1. Reinforcement learning system and the obstacle avoidance task in this paper

the (l-1)-th layer to the j-th neuron in the l-th layer. The second term in the
right-hand side is only for the hidden layer in the chaotic NN, and wFB

j,i is the
weight for the recurrent connection from the i-th neuron in the hidden layer.
The activation function is the sigmoid (tanh) function f( ) whose value ranges

from −0.5 to 0.5, and the output is o
(l)
j,t = f(u

(l)
j,t). The chaotic NN has two actor

outputs A(St) that are used as motion signals, and the non-chaotic NN has a
critic output V (St) where St is the sensor inputs at time t.

For learning, TD-error r̂t is represented as

r̂t = rt+1 + γV (St+1)− V (St) (2)

where rt+1 is the reward given at time t+1, γ is a discount factor. TVt is the
target for the critic output at time t and is computed as

TVt = V (St) + r̂t = rt+1 + γV (St+1). (3)

The critic NN is trained once according to Error Back Propagation using this
target signal. To adjust the value range, 0.5 is added to the output of the critic
NN and 0.5 is subtracted from the target TVt before using them actually.

In the chaotic NN in this paper, chaotic dynamics is produced by strong feed-
back connections between hidden neurons, and there is no feedback connections
from the output. For the input-hidden and hidden-output connection (synaptic)

weight w
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rate for the l-th layer of the actor chaotic NN. The trace c
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neuron, and at each time step, it takes in the pre-synaptic signal o
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i,t and
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Table 1. The parameters used in the simulation

Name Actor Net Critic Net

Step Limit in Each Episode 1,000

Number of Layers 3

Number of Inputs 6

Number of Hidden Neurons 100 10

Number of Outputs 2 1

Value Range of Sigmoid Function -0.5 - 0.5

Gain of Sigmoid Output 1
Function Hidden 2 1

Learning Rate η Output <- Hidden 0.00001 1
Hidden <- Input 0.001 1
Hidden <- Hidden 0.0 —

Range of Initial Weights Hidden <- Hidden (feedback) ±20 —
(uniformly random) others ±1

Discount Factor γ — 0.95

forgets the past trace value according to the change in the post-synaptic neuron
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The feedback connection weights wFB
j,i are not modified here.

3 Simulation

In this paper, to examine the acquisition of higher exploration, an obstacle avoid-
ance task is simulated referring to the task in [11]. In this simulation, as shown
in Fig.1, there is a 20×20 field, and a goal is fixed at the upper center area
(0, 8). An obstacle and an agent are located randomly at the beginning of every
episode. The agent moves according to the outputs of the actor chaotic NN, and
when it reaches the circle with a radius of 1.0 around the goal, 1.0 is given as a
reward. When it reaches the circle with a radius of 1.5 around the obstacle or it
collides with a wall at the boundary of the field, -0.01 is given as a punishment.
The episode is terminated when the agent either reaches the goal or fails to do so
in 1,000 steps. 6 sensor signals as shown in Fig.1 are sent to the both networks
as input. Each of the two actor outputs decides the one-step move in x or y
direction. The parameters used in the simulation are shown in Table 1.

At first, critic (state value) and actions when the obstacle is put at (0, 0) are
observed in the two cases after 100,000 episodes (a) and after 1,000,000 episodes
(b) of learning. The agent was located at x = −2,−1, 0, 1, 2, y = −8 and the
trajectories and the change in the critic values along the trajectories are shown
in Fig.2. It can be seen that after 1,000,000 episodes (b), the trajectories are
smoother and the agent reaches the goal in smaller steps than in the case after
100,000 episodes (a). However after 1,000,000 episodes (b) when the agent starts
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(a) after 100,000 episodes (b) after 1,000,000 episodes

Fig. 2. Sample trajectories of the agent and change in the critic (state value) along the
trajectories

(a) after 100,000 episodes (b) after 1,000,000 episodes

Fig. 3. Distribution of critic (state value) output as a function of the agent location
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from (2,−8) (red trajectory), the agent collided with the obstacle and could not
move for 8 steps. Therefore, the number of steps to the goal when the agent
moved along the red trajectory is larger than the others.

Fig.3 shows the distribution of the critic output as a function of the agent
location when the obstacle is put as the above. In both cases, the critic value is
larger as the agent location is closer to the goal and lower around (0,−2) where
the obstacle disturbs the agent to go to the goal. This result shows that the
agent learned that when the agent is close to the goal, the state is good, and
when the obstacle exists around the line segment from the agent to the goal,
the state is not good. In (b) after 1,000,000 episodes, the critic value is higher
in total than (a) after 100,000 episodes, and that shows the agent can reach the
goal in smaller number of steps in the case of (b).

The learning curve is shown in Fig.4. The red trace shows the number of
steps from the initial location of the agent to the goal for each episode, and the
blue trace shows the average number of steps over every 100 episodes. Since the
agent learns how to go to the goal and avoid the obstacle, the number of steps is
decreased. However, after 200,000 episodes, although the average number of steps
(blue trace) still continues to decrease, the number of steps looks to increase.
This mean that, when the agent collided with the obstacle, it was sometimes
trapped at the place for a while such as the red trajectory in Fig.2(b).

In this paper, as an index of chaotic property, Lyapunov exponent, which
shows the sensitivity to small perturbations, is computed. When the Lyapunov
exponent is positive, the dynamics is chaotic. Here, every 1,000 episodes, a ran-
dom vector whose size is normalized to 0.001 is added to the internal state
of the hidden neurons in the chaotic NN. After one-step action according to
the actor outputs, the Euclidean distance d of the hidden states from the case
when no perturbation is added was compared between before and after the ac-
tion. The above is performed in 400 situations in which the agent’s location
varies as x = −9,−7, · · · , 9, y = −2, −8 and the obstacle location varies as
x = −9,−7, · · · , 9, y = 0, 5, and the Lyapunov exponent λ is calculated by

λ =
1

400
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The change in Lyapunov exponent according to the learning progress is shown
in Fig.5. The Lyapunov exponent is decreased quickly before the 100,000th
episode and slowly after the 100,000th episode keeping the value positive. As
shown in Fig.2, in the case of after 100,000 episodes (a), the influence of the
chaotic dynamics looks large, but around the end of the learning (after 1,000,000
episodes (b)), it looks smaller though still some irregularities can be seen.

In order to discuss whether the “higher exploration” emerges or not, Fig.6
shows how the side of the obstacle through which the agent passed to avoid it
varies depending on the initial location in the area y < −2 where the agent is
located farther than the obstacle from the goal. In the both cases, after 100,000
episodes (a) and after 1,000,000 episodes (b), the agent is likely to pass through
the right side of the obstacle when the initial location is in the right part of the
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Fig. 4. Learning curve: change in the number of steps to the goal (red trace: steps at
every episode, blue trace: average steps for every 100 episodes, pink arrows: the detail
performances are shown in Fig.2,3,6)

Fig. 5. Change in the Lyapunov exponent during learning

field, and vice versa. Around the boundary of the two areas, especially in (a), the
side the agent passed varies frequently depending on the initial location and so
the agent looks to choose the side randomly. In (b), the distribution of these two
areas is more symmetrical and reasonable than in (a). The result also shows that
the agent is not trapped completely in front of the obstacle even without adding
any external random numbers to the actor output, and that is different from
the result in[11]. It is thought that the possibility of the emergence of higher
exploration in which learning is reflected could be shown although it is ideal not
to collide with the obstacle.

4 Conclusion

It was shown that by RL using a chaotic NN, the agent learned to go to the
goal while avoiding a randomly-located obstacle. The distribution of the agent
initial location where the agent passed the right side or left side of the obstacle
did not have a clear boundary and the agent looks to choose the side to pass
randomly. There was no place where the agent could not move to the right or left
to avoid the obstacle. These results suggest the emergence of higher exploration,
which would appear on the way to the emergence of “thinking”, we expect. In
the latter half of learning, Lyapunov exponent was decreased, and the agent
sometimes collided with the obstacle and was trapped at the place for a while.
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(a) after 100,000 episodes (b) after 1,000,000 episodes

Fig. 6. Distribution of the agent initial location from which the agent passed the right
side or left side of the obstacle to reach the goal (blue: left side, red: right side)

Since the sensor inputs in this task are different from in [11], it is necessary
to think about the solution of the problem from both sides of task setting and
control of the chaotic property.
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