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Abstract 
Exploration is an important factor that influences the performance in reinforcement learning, and random actions are usually 

employed as the exploration.  However, the exploration that real lives are doing does not seem only a sequence of random 

actions, but seems a kind of deterministic and intelligent actions in which the context is considered.  In this paper, the author 

tries to explain such explorations as a deterministic behavior and propounds a novel approach that exploration is acquired by 

reinforcement learning.  Then, it is shown that an agent with a recurrent neural network that is trained based on reinforcement 

learning becomes to explore in some degree through learning in two simple problems. 
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